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IR - INFORMATION RETRIEVAL



CONVERSATIONAL IR
An information retrieval system  
with conversational interface  
(in written or spoken form) 

Similar to communication with a librarian: 

• Understands natural language 
• Elicits your information needs 
• Knows your preferences
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TASK-ORIENTED DIALOG AGENTS

• Usually explicitly model user intent and belief states 

• Do not seek to sustain open-ended meaningful 
discourse 

• E.g., Google now/home, Siri, Cortana, Alexa

Hold short conversations, to get information 
from the user and help completing a task

[Jurafsky and  Martin 2017]



EXAMPLE DIALOG - CORTANA

Human: Hey Cortana, what's the weather today? 

Cortana: The forecast shows light rain with a high of 
47 and a low of 42. 

Human: Should I bring a jacket? 

Cortana: Yes, you'll probably want a jacket today.



CHATBOTS

• Often have entertainment value 

• Attempt to pass Turing test 

• E.g., Microsoft XiaoIce

Hold extended conversations, to mimic the chat 
characteristics of human-human interactions.

[Jurafsky and  Martin 2017]



EXAMPLE DIALOG - XIAOICE

Human: There is this guy I like a lot and I know he also has feelings for 
me. But he has ignored me for several days, what am I supposed to do? 

Xiaoice: You just keep ignoring him, too. 

Human: I just can’t. 

 … 

Xiaoice: Then you want a flash marriage? Well, I think he is not that 
into you. 

Human: It’s not a flash marriage for we have fallen into love for more 
than one year. 

Xiaoice: It is a flash marriage.



CONVERSATIONAL SEARCH

A system for retrieving information that 
permits a mixed-initiative back and forth 
between a user and agent, where the agent’s 
actions are chosen in response to a model of 
current user needs within the current 
conversation, using both short- and long-term 
knowledge of the user. 

[Radlinski and Craswell 2017]



RRIMS PROPERTIES

‣ User Revealment:  
System helps the user express/discover their true information need 

‣ System Revealment:  
System reveals to the user its capabilities (what it can and cannot do) 

‣ Mixed Initiative:  
System and user both can take initiative as appropriate.  

‣ Memory:  
User can reference past statements 

‣ Set Retrieval:  
System can reason about the utility of sets of complementary items. 



‣ A truly intelligent conversational search system does not exist. 

‣ Users interaction and expectations are not known for us. 

‣ Knowing users expectations is critical for the design, evaluation, 
and improvement of conversational search systems.

USER EXPECTATIONS

?
What are users expectations when interacting with a 
truly intelligent conversational search system?

Question



Experiments for identifying user expectations: 
‣ 3 complex search tasks (from TREC Session track)  
‣ 3 conversational agents  

‣ A questionnaire was filled  
after completing the tasks

USER EXPECTATIONS

Wizard HumanGoogle assistant  
App

[Vtyurina et al. 2017]



USER EXPECTATIONS

‣ Maintaining context:  
Enables search questions 

‣ Providing sources of answers:  
Absence of trustworthy sources diminishes system credibility 

‣ Use of feedback:  
Helps to back up from failure and improve results. 

‣ Opinion aggregation  
Summary of different opinions is helpful for the users. 

‣ Direct answers vs. expanded information  
User preferences vary on this matter
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‣ Based on the architecture of GUS system [Bobrow et al. 1977] 

‣ Domain ontology represents the kinds of intentions the 
system can extract from user sentences  

‣ A set of slots (frame), specifies what the system needs to know 

‣ Each slot is filled with a  value of a particular semantic type 

Slot Type Question
ORIGIN CITY City “From what city are you leaving?”
DESTINATION CITY City “Where are you going?”
DEPARTURE TIME Time “When would like to leave?”
ARRIVAL TIME Time “When do you want to arrive?” 

FRAME-BASED ARCHITECTURE 



FRAME-BASED ARCHITECTURE 
‣ A control structure is designed around the frame 
‣ Often a Finite State Automata (FSA) is used

image: [Jurafsky and  Martin 2017]



The frame structure of modern systems is flexible: 

‣ Support multiple domain (e.g., hotel booking, route information) 

‣ Allow mixed-initiative (not only system-initiative) 

‣ Allow users switching between the frames  

‣ Slots may be filled out of sequence  
• Multiple slots or nothing may be filled by an answer 
• Skips questions associated with slots that are already filled 

FRAME-BASED ARCHITECTURE 



FILING THE SLOTS

1) Domain classification 
• Which Domain the user is talking about? 
• E.g., dealing with calendar, booking a trip, or buying a house 

2) Intent determination 
• Which task the user is trying to accomplish? 
• E.g., removing a calendar event, or show a flight 

3) Slot filling 
• Extracting slots and fillers from users’ utterances



Example:  
“Show me morning flights from Boston to  

San Francisco on Tuesday” 

DOMAIN:               AIR-TRAVEL 
INTENT:                 SHOW-FLIGHTS 
ORIGIN-CITY:        Boston 
ORIGIN-DATE:       Tuesday 
ORIGIN-TIME:       morning 
DEST-CITY:           San Francisco

FILING THE SLOTS



Rule based parsing: 
‣ Hand written rules, even implemented with full grammars 
‣ Context Free Grammar (CFG) parsing algorithms are often used 
‣ Pros and cons: 

+ High precision and sufficient coverage for narrow domains 
-  Expensive and slow to create, low recall 

FILING THE SLOTS



Supervised machine learning: 
‣ Train IOB tagger using a sequence model (e.g., CRF) 
‣ Features: 

• Word embeddings 
• Word unigram, bigrams 
• Lexicon and slot transition features (e.g., DES after ORIGIN)

o o      o   o   o   B-DES I-DES       o   B-DEPTIME I-DEPTIME o 

I want to fly to San    Francisco on Monday     afternoon  please 

Example: 

FILING THE SLOTS



Supervised machine learning: 
‣ Train LSTM-style neural networks 
‣ Input: a series of words (represented as embedding or 1-hot vectors) 
‣ Output: IOB tags, plus the domain and intent

Supervised methods are 
often bootstrapped 
from rule-based systems

FILING THE SLOTS
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- Sequence to sequence techniques



RULE-BASED SYSTEMS- ELIZA

‣ The most important chatbot in the history of the field  

‣ Simulate a Rogerian psychologist  

‣ People were deeply emotionally involved with Eliza 

‣ Privacy concerns raised when people were told that ELIZA 
conversations  may last for later analysis 

‣ Some modern chatbots are based on updated versions of ELIZA’s 
pattern/action architecture 

[Weizenbaum 1966]



ELIZA- EXAMPLE

Human: Men are all alike. 
ELIZA: In what way? 
Human: They’re always bugging us about something or other. 
ELIZA: Can you think of a specific example? 
Human: Well  my boyfriend made me come here. 
ELIZA: Your boyfriend made you come here. 
Human: He says I’m depressed much of the time. 
ELIZA: I am sorry to hear you are depressed 
.. 
Human: My father is afraid of everybody. 
ELIZA: What else comes to mind when you think of your father? 
Human: Bullies. 
ELIZA: Does that have anything to do with the fact that your boyfriend made you 
come here?



ELIZA ALGORITHM

Memory trick

Non-committal 
response

Simplified algorithm of ELIZA:



INFORMATION RETRIEVAL TECHNIQUES

‣ Mine human-human or even human-machine conversations 

‣ Corpora: 
• Microblogging platforms; e.g., Twitter 
• Movie dialog corpora 
• Human responses to the chatbot (once the chatbot is used) 

‣ Commercial implementation of the IR-based techniques is XioaIce



1) Return response to the most similar turn 

‣ Finds turn t in corpus C that is most similar to query q 

‣ Return the response to that turn

INFORMATION RETRIEVAL TECHNIQUES

a single contribution to the dialog  
consist of a  single (or multiple) sentence(s)

Turn:



2) Return the most similar turn

While approach 1 is more intuitive, approach 2 
(returning the most similar turn) seems to 
work better

INFORMATION RETRIEVAL TECHNIQUES



SEQUENCE TO SEQUENCE TECHNIQUES

‣ Transducing from the user’s prior turn to the system’s turn  
‣ Optimized to generate single responses  
‣ Contentious coherence responses can be addressed using 

Reinforcement learning

image: [Jurafsky and  Martin 2017]
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SLOT FILLING EVALUATION

1) Slot Error Rate for a sentence: 

2) Task Error Rate: 
‣ How often the task is done properly at the end of interaction 
‣ E.g., Times that a correct meeting added to the calendar



CHATBOT EVALUATION

BLEU: 
Measures word overlaps based on co-occurrences of n-grams in the 
ground truth and system responses.

Metric Value
Precision 1-gram 4/5
Precision 2-gram 2/4
Precision 3-gram 1/3
Brevity penalty  (b) 5/6
BLEU-3 42 %

Reference: Government officials are responsible for commuters 
System: Responsible for commuters government formals

Geometric mean



CHATBOT EVALUATION

Embedding Average: 

1) Takes mean of the word embeddings of each token  
in a sentence: 

2) Compute the cosine similarity between their respective 
sentence level embeddings  



HUMAN EVALUATION

‣ Usually conducted using crowdsourced annotators 

‣ Humans are asked to rate different aspects separately 
• E.g., ‘adequacy’, ‘fluency’ and ‘informativeness’ of the text  

‣ The questions are of two types: 
• Compare the quality of system output responses pairwise  

e.g., “Decide which response is more informative.” 
• Judge the response quality on a scale of (e.g., 1 to 5)



CHATBOT EVALUATION

Human evaluation does not correlate with automatic 
evaluation measures.

[Liu et al. 2016]



CONVERSATIONAL IR

Evaluation of conversational IR systems is an open question: 

‣ Human evaluations are not reproducible 

‣ Automatic evaluations are not representative 

‣ Re-usable test collections are not available



THE ALEXA PRIZE



WRAPPING UP

• Definitions of task-based dialog systems, chatbots, and 
conversation IR systems 

• System properties and user expectations of 
conversational search systems 

• The frame-based architecture (used by most 
commercial dialog systems), and rule-/corpus-based 
chatbots 

• Human evaluation vs. automatic evaluation



FUTURE DIRECTIONS

‣ Conversational IR is an exiting area to work on and it is 
currently in its infancy 

‣ Can we make re-usable test collection with appropriate 
evaluation measures? 

‣ Can a system mimic intelligent behavior of humans 
without having world knowledge?
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